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ABSTRACT

Analysis of the microcavity reflectivity spectrum of a thin poly(thiophene) (P3HT) film is presented, based on the Frenkel-Holstein-
Tavis-Cummings Hamiltonian and a Lindblad formalism to describe relaxation through system-bath interactions. A partitioning scheme
is employed to treat large, disordered ensembles of P3HT chain segments, which, based on analysis of the free-space absorption spectrum, is
divided into aggregate (60%) and amorphous (40%) domains. The reflectivity spectrum is in excellent agreement with the measured spectrum
when the ensemble light-matter coupling, /Ngs, is taken to be 0.9 eV, where N is the total number of P3HT chain segments (in the aggregate
and amorphous domains) and g; is the light-matter coupling for a single segment. The spectrum exhibits a relatively narrow lower polariton
(LP) feature with a much broader upper polariton (UP), with an approximate Rabi splitting of 1 eV. The two relatively weak middle polaritons
are attributed to bright vibronic polaritons, which owe their spectral appearance to a Herzberg-Teller mechanism in which exciton-phonons
with zero quasi-momentum borrow optical intensity from the LP and UP. The spectral feature attributed to the LP originates mainly from
aggregate domains, while the UP originates from both aggregate and amorphous domains.
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. INTRODUCTION

Organic microcavities featuring molecular vibronic transitions
strongly coupled to photonic modes are intensively investigated for
their promising technological applications, particularly in the con-
trol of chemical reaction rates' '’ and the enhancement of energy
transport.H ** Such microcavities have emerged as an exception-
ally rich platform where coherent and dissipative processes involv-
ing hybrid light-matter polaritonic eigenstates coexist, leading to
complex spectral features observable in reflectivity, transmission,
and photoluminescence (PL) measurements. Accurately capturing
these features requires not only a microscopic treatment of the
light-matter interaction but also a robust theoretical framework for
handling dissipation.

Although most reports of organic microcavities involve small
n-conjugated molecules, there have been several investigations
involving conjugated polymers, such as poly(3-hexylthiophene) or
P3HT.” » P3HT is the most thoroughly investigated conjugated
polymer for optoelectronic applications. Thin films of P3HT exhibit
a semi-crystalline morphology, with n-stacked domains necessary
for enhanced energy and charge transfer.”® In organic photo-
voltaic devices, for example, P3HT, is often used as the absorbing
material.”’ After excitation by a solar photon, the P3HT exciton
effectively shuttles energy to acceptor molecules, whereupon charge-
separation ensues. A recent work by DelPo et al.”® showed how
embedding P3HT/acceptor films in microcavities can enhance pho-
tovoltaic performance. They measured a substantial Rabi splitting of
~1 eV, which is roughly half the exciton transition energy, formally
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placing P3HT microcavities in the ultra-strong coupling regime of
cavity quantum electrodynamics (QED).* Peters et al.”* showed that
for a similar Rabi splitting, the rate of photodegradation for P3HT is
reduced threefold inside a cavity. The most recent work by George
et al.” reproduced the large Rabi splitting and further showed that
the strong disorder inherent in P3HT films makes the microcavity
photophysics approachable within the strong rather than the ultra-
strong coupling regime. They arrived at this conclusion by mod-
eling the disordered films with an arbitrary number of Lorentzian
dipole oscillators coupled to a single cavity mode, with the oscilla-
tor frequencies and light-matter couplings fit from the free-space
absorption spectrum. Their approach, which is similar to the multi-
oscillator “arrowhead” Hamiltonian matrix model,””” yielded a
quasi-continuum of hybridized exciton-photon states beyond the
usual bright/dark dichotomy.””" "

Building upon the phenomenological model of George et al.,”
we present in this work an analysis of the P3HT microcavity reflec-
tivity spectrum based on the Frenkel-Holstein-Tavis-Cummings
(FHTC) Hamiltonian.”* " In addition to the radiation-matter cou-
pling to a single cavity mode, the Hamiltonian includes local
vibronic coupling involving a symmetric intramolecular vibration
as well as excitonic coupling between chromophores. The gener-
ally complex morphology typical of polymer films is accounted for
by assuming the coexistence of amorphous domains, consisting of
disordered chain segments, and aggregate domains, consisting of
locally ordered m-stacked chain segments.”""” When the Coulomb
coupling is suppressed, the FHTC Hamiltonian reduces to the more
popular Holstein-Tavis-Cummings (HTC) Hamiltonian’*>***
where the vibronic coupling was shown to result in the formation
of bright and dark vibronic polaritons.”" ">’

For P3HT vibronic coupling mainly involves the aromatic-
quinoidal stretching mode, which is evident in the pronounced
vibronic progressions observed in the absorption spectrum of
thin films. Excitonic (Coulomb) couplings between chromophores
within P3HT aggregates distort the progression in a manner consis-
tent with H-aggregation.”””*”* In order to treat the large number
N of chromophores (chain segments) in a realistic sample which can
potentially interact with the cavity electric field (N ~ 107-10'), we
expand our partition scheme, originally introduced in Ref. 48 to treat
permutationally symmetric ensembles, to include site-disordered
ensembles. This allows one to better treat the complex morphology
inherent in P3HT films. An efficient, alternative way to deal with
large molecular ensembles based on just a few chromophores was
recently developed by Pérez-Sanchez et al.*’

Several theoretical strategies have been developed to com-
pute optical spectra in cavity QED systems.”’”* A widely adopted
approach is the input-output theory as formulated by Gardiner and
Collett>” and later extended to the ultra-strong coupling regime by
Ciuti et al.*° In this last framework, absorption and emission spectra
are computed directly from the steady-state scattering response of
cavity operators and offer analytical tractability for linear bosonic
systems. In addition, Keeling and co-workers™*®' adopted a lin-
ear response approach based on the power spectrum of the sys-
tem operators’ correlation functions using Green’s function theory.
Recently, Yuen-Zhou and Koner® provided a valuable consolidation
of these previous studies, presenting them in a cohesive framework
that highlights the role of molecular susceptibility in determining
the linear optical response of molecular polaritons. Their framework
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successfully captures temperature-dependent spectral modulations
arising from molecular rotations and vibrations.

In an effort to derive expressions for absorption, reflectivity,
and transmission, which explicitly include the energies, wg;j, and
relaxation rates, I, of the jth polariton, Herrera and Spano”' intro-
duced a microscopic quantum-optical model based on the HTC
Hamiltonian which incorporates radiative and cavity decay pro-
cesses within a Lindblad master equation framework.”®® The weak,
monochromatic probe field was treated perturbatively, consistent
with linear response theory.”! Their formalism revealed the critical
role of unusual dark vibronic polaritons, which are invisible in the
cavity absorption spectrum, but nevertheless contribute to photolu-
minescence. Notably, in Ref. 31, spectra are computed by integrating
the population-weighted power spectrum over emission frequencies,
providing access to both radiative and non-radiative contributions
in the cavity’s output.

In this article, we extend the theoretical framework in Ref. 31
by refining the treatment of radiative observables within the Lind-
blad formalism® and applying it to simulate the optical reflectivity
spectra of an organic cavity filled with a semicrystalline P3HT
thin film—in particular, the system reported in the experimen-
tal study by George et al.”” We begin by analyzing the free-space
absorption spectrum of P3HT using a Frenkel-Holstein Hamilto-
nian in order to determine the relative abundance of aggregated vs
amorphous regions. By incorporating the full polaritonic eigenspec-
trum of the FHTC Hamiltonian and explicitly modeling polariton
populations including non-radiative and vibrational decay, we con-
struct a master equation-based approach capable of reproducing
and interpreting the spectral signatures observed in angle-resolved
reflectivity measurements of organic cavities. To manage the com-
putational complexity of large chromophore ensembles, we employ
the aforementioned partitioning scheme, along with the simple
ansatz introduced in Ref. 48. We obtain good spectral convergence
with only a small number of collective chromophore states. Over-
all, agreement between the simulated and measured spectra both
in free space and inside the cavity is excellent; this includes the
energies and spectral linewidths of the lower and upper polari-
tons as well as the two intermediate (middle) polaritons. We show
that the first middle polariton, blueshifted from the lower polari-
ton by ~0.23 eV, can be accounted for with a Herzberg-Teller (HT)
mechanism,”"*” whereby dark exciton-phonon polaritons become
bright by borrowing oscillator strength from the lower and upper
polaritons. HT coupling has also been invoked to account for
the enhanced emission observed in metallo-porphyrin microcavi-
ties by Rury and co-workers.”””" Overall, our analysis reveals the
importance of vibronic coupling in the photophysics of organic
microcavities.

Il. THIN FILM CHARACTERIZATION

We start by modeling the UV-vis absorption spectral line shape
of a P3HT thin film in free-space (outside a cavity), as obtained
in a recent experimental study.”” The spectrum is reproduced in
Fig. 1 (black curve). In agreement with initial studies,”””” the spec-
trum displays a vibrational progression (A;,A;, As, ...) related
to the intramolecular, symmetric stretching mode, with energy
hwyip, = 0.174 eV and a broad, high-energy tail. As concluded in

J. Chem. Phys. 163, 164125 (2025); doi: 10.1063/5.0294547
Published under an exclusive license by AIP Publishing

163, 164125-2


https://pubs.aip.org/aip/jcp

The Journal

of Chemical Physics

s P3HT Exp
—Agg
Exp -Agg
Am1
---- Exp-Agg -Aml
—Am 2
— Agg+Am 1+Am2

Normalized Absorbance

Energy(eV)

FIG. 1. Normalized experimental and simulated absorption spectra for a semi-
crystalline P3HT thin film in free space. The black solid curve represents the
measured spectrum from Ref. 25 taken at room temperature. The H-aggregate
spectrum (blue) containing Na = 9 segments was generated using the Hamiltonian
in Eq. (1) (without the amorphous term), with the parameters from Table |. The
contribution from the amorphous region, obtained by subtracting the aggregate
spectrum from the measured spectrum (green dash), was fit with two disordered
ensembles, Am1 (N; = 5) and Am2 (N, = 1) represented, respectively, by the
green and magenta solid lines. The latter were obtained using the Hamiltonian in
Eq. (1) (without the aggregate term) with parameters taken from Table . In both
aggregate and amorphous simulations, the HR factor was set to A2 = 1 and 200
configurations of disorder were averaged to obtain the spectra (see the text for
additional details).

Ref. 39, the vibronically structured, lower-energy region of the spec-
trum derives from H-aggregates comprised of n-stacked planarized
P3HT segments. Within such stacks, the nearest-neighbor separa-
tion is only 0.38 nm,* leading to substantial Coulombic interactions
by as much as 0.03 eV between neighboring chains. In Ref. 39, the
higher-energy, unstructured portion of the spectrum was shown
to align closely with the spectrum obtained from P3HT in solu-
tion where aggregates do not form (at sufficiently high temperature)
and isolated chains are more torsionally disordered. Hence, higher-
energy portion of the spectrum was attributed to the amorphous
regions in thin films.

Figure 2(a) depicts the simplified aggregate/amorphous distri-
bution used to model P3HT thin films in this work. Each of the
30 P3HT chain segments resides either in an aggregate or amor-
phous region. The aggregate region contains n-stacked planarized
segments with nearest-neighbor Coulomb interactions, whereas
amorphous regions contain isolated segments with no Coulomb
interactions. As discussed in Ref. 39, each segment can be mod-
eled with displaced harmonic potential energy surfaces representing
the ground (Sp) and excited (S;) electronic states with an associ-
ated Huang-Rhys (HR) factor of approximately unity; see Fig. 2(b).
We assume for simplicity that the HR factor is the same for aggre-
gated vs amorphous segments, but the 0-0 frequency varies con-
siderably. For a segment within an aggregate, the 0-0 frequency
has lower energy (due to enhanced planarization) and is given
by wAgg 2.02 eV, which is slightly less than the peak A; shown
in ]‘l% . (From here on, set % to unity.) In what follows, we
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FIG. 2. (a) Segregation of semi-crystalline P3HT thin film into aggregate and
amorphous regions, with the composition deduced from analysis of the absorp-
tion spectrum (see the text). Shown are a total of Ng = 30 segments, 18 of which
are involved in H-aggregates, where the Coulomb coupling between neighbor-
ing segments is positive due to the side-by-side relative orientation. (b) Harmonic
potential energy surfaces for the Sy and Sy states in each chromophore segment.
Since the aggregate spectrum converges after four segments (see Fig. S.1) the
distribution in panel (c) is essentially equivalent to panel (a) with respect to the
spectral response.

utilize two amorphous regions in order to better describe the
high energy region of the absorption spectrum beyond 2.5 eV.
Since the amorphous segments have higher torsional disorder, they

have substantially higher 0-0 energies, with w{y =2.45 eV and

wy™ = 2.85 eV. (We emphasize that the two amorphous regions
are not distinct morphological phases. They are introduced to better
fit the absorption spectrum. For example, an even better fit would
entail three amorphous regions.) The aforementioned 0-0 energies
of the aggregate and amorphous regions as well as the relative num-
ber of aggregate vs amorphous segments are determined through
detailed analysis of the absorption spectrum, as described in the
following.

Figure 2(c) shows the same relative composition as Fig. 2(a)
except that the aggregated segments are divided among three distinct
aggregates instead of two in Fig. 2(a). Since the calculated aggre-
gate absorption spectrum converges after just four segments (see
Fig. S.1 in the supplementary material), both distributions shown
in Figs. 2(a) and 2(b) yield the same absorption spectrum. For sim-
plicity in what follows, we, therefore, assume a single aggregate
containing Na chromophores.

In order evaluate the excited states corresponding to the aggre-
gate/amorphous distribution, we employ a Frenkel-Holstein (FH)
Hamiltonian, as described in greater detail in Refs. 38, 39, and
45-47. The Frenkel-Holstein (FH) Hamiltonian (with = 1) takes
the form

2
Hpy = HAgg + ZHAm,j + Hyib + Hex—vib- (1)
=1
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The first three terms represent just the electronic part which differs
in the three regions,

Ny Ny
Hage = > (0p® + ApS) ) (n| + > Je{|n)(n+ 1]+ he),  (2)
n=1 n=1

NEM am1 L Ami
HAml = Z (wof(l) +Anm )|1’l>(1’l‘, (3)
n=Ny+1
N Am2 Am?2
Ham = ), (wpfy” + A" %)|n)(nl|. (4)
n=N,+N;+1

Here, |n) is the pure electronic state in which the nth segment is elec-
tronically excited to the S; state. N is the total number of aggregated
segments, and N; is the number of segments in the jth amorphous
region. The total number of chromophores is, therefore, N = Ny
+ N1+ N, Note that there is no electronic coupling between seg-
ments in different regions. This will not be the case when the film is
situated between two mirrors, as each segment will then be indirectly
coupled to all other segments (independent of region) through their
common interaction with the enclosed cavity mode.

Disorder is accounted for by assuming an inhomogeneous dis-
tribution of site energies; the nth site in the aggregate is assigned the
value Aﬁgg, which is chosen randomly from a Gaussian distribution
with standard deviation, 0 agg. For the jth amorphous region, the site-
energy fluctuation at the nth site, AL™, is also distributed normally,
but with a larger standard deviation, o4, to reflect the increasing
torsional disorder. The values chosen are determined by fitting the
absorption spectrum in free-space, as described in the following.

The vibrational energy due to the aromatic-quinoidal stretch-
ing mode is included in the term,

N
Hyib = @b Y. bhbn, (5)
n=1

where wyip, = 0.174 eV and the sum is over all segments, N = N
+ N1 + N,. bl: (by) is the creation (annihilation) operator which
creates (destroys) a vibrational quantum on the nth site relative
to the unshifted harmonic well [see Fig. 2(c)]. Finally, the linear
exciton-vibrational coupling, which represents the shifted on-site
excited-state potential energy surface, is

N
Hexovib = @uibd Y {(bh + ba) + A} |n) (1. (6)
n=1

The HR factor, A?, is taken to be unity for P3HT.”*****"" As men-
tioned above, the vibrational energy and HR factor are assumed to
be the same for every chromophore n, whether in aggregated or
amorphous regions.

In order to determine the absorption spectrum correspond-
ing to the composite aggregate/amorphous system, we first deter-
mine the eigenstates and energies of the Hamiltonian in Eq. (1),
represented in a multi-particle basis set consisting of one- and two-
particle states.”””” One particle states, |1, 7), consist of an electronic
excitation at site n with ¥ (=0, 1, 2, ...) vibrations in the shifted
S1 nuclear potential well. Two-particle states |, 7;m,v) consist of
a vibronic excitation at site n and a pure vibrational excitation at
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site m, consisting of v (=1, 2, ...) vibrational quanta in the un-
shifted ground-state nuclear potential well So. Two-particle states
are increasingly important for obtaining accurate absorption spec-
tra as the exciton bandwidth increases.*> For P3HT, single-particle
states are the major contributors to the states responsible for absorp-
tion, with the two-particle states contributing ~10%. (Three- and
higher-particle states have negligible contributions.) After obtaining
the eigenstates |¢j) and eigenfrequencies wj, we then compute the
free-space absorption spectrum using the expression,

NIV
R ”
j (w_wj) +Fhom c
where |G) is the electronic/vibrational ground state, in which all
chromophore segments are in their ground Sy electronic states with
no vibrational quanta. The matrix element in Eq. (7) involves the
dimensionless, positive frequency part of the transition dipole oper-
ator, fuor = ps(itT + it), where p is the segment transition dipole
moment, and

2= lg){n = VNlg)(k =0, ®)

with the sum taken over all aggregated and amorphous chro-
mophore segments. Here, the state |k = 0) represents the symmetric
sum, N2 3" |n). Hence, absorption is only possible for eigenstates
of the Hamiltonian containing at least a minimal contribution of the
|k = 0) state. Finally, in Eq. (7), Thom is the homogeneous linewidth,
which is set to 0.03 eV in all simulations, and (- - -)¢c indicates an
average over a sufficient number of configurations of disorder to
obtain convergence in A(w). We note that since I'nom is substan-
tially smaller than the inhomogeneous linewidth, it has only a minor
impact on the spectral line shape.

In what follows, we decompose the measured absorption spec-
trum into aggregate and amorphous contributions by adhering to
the procedure originally outlined in Refs. 38 and 39. We begin with
the low-energy vibronically structured region of the spectrum and fit
the first two peaks A; and A, using just the aggregate portion of the
Hamiltonian in Eq. (1). In P3HT H-aggregates (Jc > 0), the vibronic
progression is distorted relative to the monomer (single segment)
spectrum, with the peak intensity ratio, Ia, /I4,, reduced relative to
the monomer value of 1/A? ~ 1. When the Coulomb coupling J¢ (>0)
is weak compared to the vibrational energy, the peak ratio abides by
the perturbative expression,”*””** "

&)

I, \1+0.073W/wy

I, _( 1-0.24W/wy )2
where the HR factor is taken to be A> =1, and W = 4Jc is the
free-exciton bandwidth. Reproducing the spectral ratio in the mea-
sured spectrum requires /¢ = 0.027 eV. The blue solid line in Fig. 1
is obtained by using the aggregate-only Hamiltonian in Eq. (1)
with Na = 9. To obtain the measured inhomogeneous linewidths
of the A; and A, peaks, the width of the aggregate disorder dis-
tribution was set to oag = 0.06 eV. The blue spectrum in Fig. 1
is the result of averaging over 200 configurations of disorder to
ensure convergence. Although the aggregate spectrum satisfactorily
accounts for the low-energy region of the experimental spectrum,
it fails to capture the measured intensity beyond the A, peak. In
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accord with Ref. 39, the higher-energy region is due to nonaggre-
gated (amorphous) chromophores. To estimate their contribution
to the spectrum, we subtract the aggregate (blue) spectrum from
the measured spectrum yielding the green dashed curve shown in
Fig. 1.

We next model the green dashed curve in Fig. 1 by restricting
the Hamiltonian in Eq. (1) to just the amorphous 1 chromophores.
Obtaining the unstructured, blueshifted spectrum requires the 0-0
peak for the amorphous 1 segments to be 2.45 eV, significantly
higher than the aggregate value (2.02 eV), and an enhanced disor-
der width, gam1 = 0.09 eV, which is sufficient to mask the vibronic
progression (after averaging over 200 configurations of disorder).
With these parameters, we obtain the green solid curve in Fig. 1.
Importantly, to obtain the correct oscillator strength (relative to the
aggregate), we needed to include N; = 5 segments, slightly more
than half the number of aggregate segments. Agreement between
the green solid and dashed curves is good up to ~2.6 eV, after
which the simulated amorphous 1 spectrum fails to capture the extra
oscillator strength present in the green dash spectrum. To remedy
this, we assume the presence of a second amorphous region, the
spectrum of which is estimated by subtracting the green spectrum
from the greendashed spectrum giving the dashed magenta spec-
trum in Fig. 1. Reproducing this spectrum requires an even higher
0-0 transition frequency of 2.85 eV, but a similar disorder width to
amorphous region 1, i. ., am2 = 0.09 V. The solid magenta curve
represents our simulation of the second amorphous region. The rel-
atively weak oscillator strength requires only one segment in the
second amorphous region, N, = 1.

Finally, the red solid curve in Fig. 1 represents the simulated
spectrum based on the sum of the aggregate and amorphous spectra.
The complete set of parameters is summarized in Table I. The agree-
ment with the measured spectrum is good across a broad spectral
range. The analysis shows that aggregates are dominant, accounting
for 60% of the P3HT segments, followed by 33% in the first amor-
phous region and only 7% in the second amorphous region. We note
that our sample size of only N = 15 segments is large enough to rep-
resent the entire ensemble. For example, doubling the size so that
N4 =18, N1 = 10, and N, = 2 has negligible impact on the calcu-
lated spectrum. This is easy to appreciate for the amorphous regions
and understandable for the aggregate as well since the spectrum
for a single aggregate converges already for only four segments, as
demonstrated in Fig. S.1 in the supplementary material. Hence, the
18 aggregated segments can just as well be distributed among three
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aggregates of six segments, each with essentially no change in the
absorption spectrum.

lll. CAVITY REFLECTIVITY SPECTRUM

We now consider the P3HT microcavity reflectance spectrum
reported in Ref. 25 and replotted in Fig. 3 (black curve). It corre-
sponds to an angle of 10° between the probe wave vector and the cav-
ity axis, for which the resonant cavity mode has energy of ~2.4 eV.
The spectrum displays a relatively sharp lower polariton (LP) and a
much broader upper polariton (UP) with a separation (Rabi split-
ting) of ~1 eV. There are also two less intense “middle” polaritons,
labeled MP; and MP,. In what follows, we will address all such spec-
tral features utilizing a Hamiltonian that includes radiation-matter
coupling along with a partitioning scheme, which allows one to
treat large numbers of chromophores in a computationally efficient
manner.

Having obtained the thin film composition from the absorp-
tion spectrum analysis of Sec. II, we proceed by expanding the

1.0§

Normalized Reflectivity
o o
SN

o
N

o ¢
<o. ~ ~

2.0 25 3.0
Energy [eV]

FIG. 3. Measured P3HT microcavity reflectivity spectrum from Ref. 25 (black)
alongside the simulated spectrum (red). The theoretical spectrum is based on the
reflectivity expression in Eq. (19) and the Hamiltonian in Eq. (10) including both
one- and two-particle material excited states as well as photon-vibration states
containing up to three vibrational quanta. The aggregate/amorphous composition
is taken from Table |. The partitioning scheme was employed with Ns = 30 and 500
configurations of disorder. Additional parameters are listed in Table |I.

TABLE . Free space fitting parameters used to simulate the absorption of the P3HT semi-crystalline thin film. In addition, the
vibrational frequency iy is set to 0.174 eV (1400 cm~") and the HR factor is unity (\2 = 1) for aggregate and amorphous

regions.

Morphology Composition wo-o (eV) Jc (eV) oy (eV)
0-0 transition Coulomb Standard

Components Percentage N; frequency coupling deviation

Aggregate 60 Na=9 2.02 0.027 0.06

Amorphous 1 33 N, =5 2.45 0 0.09

Amorphous 2 7 N, =1 2.85 0 0.09
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Frenkel-Holstein Hamiltonian in Eq. (1) to include the cou-
pling to a single microcavity radiation mode. This results in the
Frenkel-Holstein-Tavis Cummings (FHTC) Hamiltonian,”

N
Here = Hen + wea'a + % Z {|G)<”|C‘T + |n){(Gla}. (10)
n=1

Here, the cavity mode with energy w. is represented by the bosonic
harmonic oscillator ladder operators a' and a. The mode energy is
represented by the second term, while the last term accounts for
the light-matter interaction within the rotating wave approximation
(RWA). gs represents the coupling between the cavity mode and a
single segment, which can reside within the aggregate or amorphous
regions.

We acknowledge that the Rabi splitting is large enough to jus-
tify ultrastrong coupling (USC) and the use of counter-rotating
terms in the light-matter interaction Hamiltonian. However, as we
show in Sec. S.2 of the supplementary material (see Fig. S.2), the
deviations in the Rabi splitting expected in the USC regime—as well
as deviations in the LP and UP energies—are generally less than 5%
over a range of cavity detunings, supporting a similar conclusion
reached by George et al”® Although, the supplementary material
derivation is based on the Tavis—-Cummings Hamiltonian without
disorder, we expect our conclusions to remain valid in the presence
of exciton-vibrational coupling and inhomogeneous broadening.
Indeed, theoretical evidence has shown that vacuum Rabi splitting
(VRS) is enhanced when the disorder width is lower or comparable
with the cavity leakage rate «,° In addition, Schwennicke et al.,”’
showed that the presence of substantial disorder can dramatically
enhance the VRS, leading to an apparent onset of the ultrastrong
coupling regime.

The sum in Eq. (10) is over all N chromophores in the realistic
macroscopic sample in which N = 107-10'°. According to the analy-
sis in Sec. II, about 60% of such segments are involved in aggregates,
while the remaining 40% is distributed over the two amorphous

N =120 (N, =30;N,, = 4)

i=l1 1 i=2
HHH - 1 HHH -
YRR YA
/ 7 \\\\\ : / \\\\\
1NNy T Ny
_______ i=3 1 wing i=4
W5
s 0 Vs B
1NNy Ny
|n;0,>; n=12,.N;; i=1..N,

[n:0, > —[n0, >,

>
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regions. However, we can no longer treat the three regions sepa-
rately as all segments are indirectly coupled through the last term in
Eq. (10). Hence, unlike the absorption spectrum shown in Fig. 1, it is
not possible to view the reflectance spectrum as a sum of the aggre-
gate and amorphous region spectra. The indirect coupling makes it
necessary to include the entire ensemble of N segments, where the
Rabi splitting scales as v/Ng;.

A. Collective states and partitioning

The first effort is to obtain the relatively small subset of polari-
ton eigenstates of the FHTC Hamiltonian which contribute directly
to the cavity spectrum. In order to treat the large number of chro-
mophore segments comprising a realistic sample, we expand the
partition method introduced in Ref. 48 to include aggregates. We
first define a “unit” as the minimal number of chromophore seg-
ments that capture the thin film composition (aggregate vs amor-
phous regions) as determined in Sec. II. Hence, a unit consists
of 15 segments divided into nine aggregated segments, five seg-
ments in the first amorphous region and one segment in the second
amorphous region. The entire sample of N chromophores is then
partitioned into N groups with each group containing a total of N
segments, where N is an integral number of units (a multiple of
15). The total number of segments in the entire sample is therefore
N = Ns x Ng. An example of such a partitioning scheme based on
the Tavis—-Cummings Hamiltonian is illustrated in Fig. 4 for a sam-
ple containing N = 120 chromophores divided into four groups (Ng
=4, N = 30). -We assume that the disorder distribution within each
group (A1, Ay, ..., Axs) is identical across groups. This may seem
a severe approximation, but it becomes less so as Ny increases, as
discussed in the following.

In such a partitioned distribution, one can readily identify the
equivalent segments (chromophores)—one in each group—as for
example, the four shaded segments in Fig. 4. Since all the equiva-
lent segments have the same value of site disorder A,, we can take

30 collective states

~

8s = \Ns8&s
=ag, oo [Tt .

|70, > :LZ\n:Om_ >,

BN

n=12,.,N,

FIG. 4. Left panel: partitioning of an ensemble of N = 120 chromophore segments into four groups (Ng = 4), each containing Ns = 30 segments (two units) with the
aggregate composition deduced from the absorption spectral analysis (Nagg = 18, N1 = 10, and N, = 2). The disorder site energy distribution within each group (A1,A;,
..., Ag) is assumed identical across groups. The local material excitation on the nth site in the ith group is denoted |n;0.);. Here, we consider the simpler case with no
vibrations as described by a Tavis~Cummings Hamiltonian. An equivalent chromophore in each group is indicated with the shaded oval. Right panel: only the collective
states, |n;0cav )¢, Which are symmetric (k = 0) combinations of the equivalent molecules from each group, couple to the cavity field. The calculated reflectance spectrum
(averaged over disorder configurations) becomes more accurate as the number of partitions Ng decreases (so that Ns increases) while maintaining N = NgNs. In reality, N

is very large, in the range 1071010
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symmetric (k = 0) linear combinations of equivalent-segment exci-
tations across Ng groups to define a collective basis set of matter-
radiation states.”® For example, a single-particle collective material
state is given by

: 1 &K
n,Vileav)C = —F— n,ViUeav)isn = 1,2,...INs,
| 0 ) \/N_G | 0 > 1,2 N, (11)
i=1

where |1, 7; 0cav )i is the state where the nth segment of the ith group
is vibronically excited with ¥ quanta (#=0,1,2...) in the shifted
(S1) potential. Two-particle collective states are defined as

1 3
|”3 Vs m, Viocav)C = 72 |l’l, vsm,vs Ocav>i sn=1,2,...N;. (12)

VNg i=1

Here, |n, ¥; m, v; 0cay )i is the state where, within the ith group, the nth
segment is vibronically excited, while the mth segment hosts a pure
vibrational excitation with v (>0) vibrational quanta in the unshifted
(So) ground state.

The collective states in Eqs. (11) and (12) are symmetric (k = 0)
superpositions over excitations on equivalent segments within each
group and, therefore, comprise a much smaller basis set than the
complete basis set whenever N << N. If the sample size is assumed to
be smaller than a cubic cavity-mode wavelength, then only such col-
lective states will couple to the cavity field and therefore contribute
to the cavity reflectivity, absorption and transmission spectra. This
allows for a spectral simulation with a computationally manageable
number of basis states. (In actual samples, the cavity thickness is of
the order of A/2 but the lateral dimension may exceed A, requiring
one to include small corrections due to nonzero k states.) As the
number Ns increases—and the number of groups Ng decreases—the
partition approximation becomes more accurate. In the limit of a
single large group containing Ny = N segments, the exact result is
obtained. Fortunately, as we see in the following, convergence is
achieved long before N becomes very large.

Finally, we consider the collective states containing a single
cavity photon. The state with no electronic or vibrational excita-
tions and one cavity photon is denoted as |G; 1cav). There is only
one such state, independent of the number of partitions, since G
represents the vibrationless electronic ground state of all segments
across all groups. There are also vibration-radiation states in which
one or more molecules are vibrationally (but not electronically)
excited.””*"*"** The simplest such collective state hosts v vibrations
on a single chromophore,

1 %
|g§01,-~ Vi« ‘-ONS;lcav>C = WZL&OI’ -V, . --ONx;lcav>i;
G i=1

n=12,...Nj (13)

where |g;01, ... Vu, ... 0n,; Leav); is the state consisting of a single cav-
ity photon and v vibrational quanta on the nth segment in the ith
group. There are also collective states with two or more vibrations
distributed over two or more chromophores; see Ref. 48.

After expressing the Hamiltonian in Eq. (10) in a reduced
(N5 x N;) collective basis set, we invoke the simple ansatz described
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in Ref. 48, where all of the radiation-matter coupling terms involv-
ing radiation-vibration states with one or more vibrational quanta
are scaled by an additional factor of \/Ng. The resulting Hamil-
tonian then maps directly onto the Hamiltonian in Eq. (10) with
N = N; segments, but with the radiation-matter coupling scaled by
VNG, i.e., with gs — \/N_Ggs (for details, see Ref. 48). The ansatz
is quite intuitive: the reduction in basis set afforded by the collec-
tive basis set is offset by increasing the radiation-matter coupling to
reflect the collective (delocalized) nature of each state.

In order to evaluate the cavity spectral response involving a
large number N (=N x Ng) of chromophore segments with a Gaus-
sian distribution of segment-energy fluctuations, we adhere to the
following algorithm. The value for the overall light-matter coupling,
Q = /Ngs, is first estimated from the spectral separation between
the LP and UP in the measured P3HT spectrum, giving Q ~ 1 eV. We
begin with the minimum value of N = 15 (one “unit”)—and there-
fore a large number of Ng = N/N; groups—and generate a random
configuration of disorder {A1, A,, ..., A5}, as described in Sec. II.
After making the aforementioned ansatz,*® the Ny x Ns Hamilto-
nian in the collective basis becomes equivalent to solving for the
eigenstates of the Hamiltonian in Eq. (10) with N = N, but with
the radiation-matter interaction g replaced by

VNG g = Q/\/N; » 0.26 eV

after inserting Ny = 15. After evaluating the reflectivity spectrum
(as described in Sec. IV), we consider additional random configu-
rations of disorder and compute the average reflectivity spectrum.
This is conducted for as many configurations as are required for
convergence, usually about 1000. Next, we increase N (decrease
Ng) to include two or more units and repeat the entire process.
In the limit that Ny = N and Ng = 1 (which, of course, is not
computationally feasible), the spectrum becomes exact, without
any partitioning approximations. Hence, if we observe convergence
of the reflectivity spectrum for much smaller values of N, we
can be reasonably assured that our algorithm has delivered the
desired goal—the reflectivity spectrum of the large ensemble of
N segments.

Before considering the details surrounding the calculation of
the reflectivity spectrum, we briefly point out that a distribution of
randomly oriented dipoles is readily accounted for by simply renor-
malizing the light-matter coupling constant, g;. Sommer et al.’
showed that a distribution of randomly oriented in-plane transi-
tion dipoles can be mapped onto a system of aligned dipoles with
a reduced radiation-matter coupling, gs, by /2. Hence, we do not
have to resort to a more complex two-mode Hamiltonian (two
orthogonally polarized cavity modes) with randomly oriented seg-
ment distributions to account for an isotropic random distribution
of P3HT segment dipoles. We simply consider a distribution of
aligned segments with our single-mode Hamiltonian in Eq. (10), and
reinterpret gs to be have been renormalized to reflect an isotropic
distribution of dipoles.

B. Reflectivity spectrum

In order to obtain the reflectivity spectrum, we follow the
method introduced in Ref. 31, which is based on a Lindblad treat-
ment of the various relaxation pathways available to the polariton
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states |¢;), obtained from the diagonalization of the FHTC Hamilto-
nian in Eq. (10). Accordingly, the system density matrix abides by
the equation,

d

P = —i[Hurce + Vp(£), p] + wLa[p] + yrLa[p]

+ury Lo, [P]+ vy Ly, [P]; (14)
n

where V,(t) oc @™’ + h.c. is a time-dependent Hamiltonian repre-
senting the interaction with the coherent probe field at frequency w,,
which weakly drives the cavity from the total ground state, |G; Ocay).
Equation (14) includes four relaxation terms; in order of appearance,
they are (1) the decay rate k due to radiation leakage through the
mirrors, (2) the collective radiative decay rate yr, (3) the electronic
nonradiative decay rate y,, and finally, (4) the vibrational relaxation
rate, y,;. All such terms are expressed in the form of a Lindbladian
super-operator,*

Lo[p] = 0pOT - E(o*o,)+pofo). (15)

As shown in Ref. 31, the solution of the Lindblad equation
expressed in the eigenbasis of Hryrc—here expanded to include
vibrational relaxation at rate y , —results in a decay rate I; for the
jth polariton, given by

ib
[ = kE™ 4y + ™ 4y, (16)
where the relaxation due to cavity leakage, dipole radiation, non-
radiative decay, and vibrational relaxation are governed by wave
function component factors,

F™ = 3 |l aleg)P, (17a)
FD =3 [(ni itles) (17b)
N
E = 55 (lom |ej) (17¢)
i n=1
. N ~
FJ.("'L’) =3 3 (eilba L) (17d)

i) n=1

where |#;) is the ith state within the ground-state electronic manifold
with no photons, which includes the overall ground state,

|G;0vac) = |g101>g202,-~-,gN0N§Ocav) (18)
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as well as purely vibrational excited states built upon |G;0cav), for
example, states with a single vibrational quantum of energy such
as |g101, g212, ..., gnOn; Ocav), states with two vibrational quanta,
|g101, £212, g313, ..., gnON; Ocav), and so on. We have also intro-
duced the shifted annihilation operator of the vibrational field,
by = by + An)(nl, ensuring the same decay rate exists between levels
of the shifted and unshifted potential wells.

The expression for reflectivity is based on a solution of the
Lindblad equation under the Born-Markov approximation and a
second-order perturbation treatment for the probe field (for details,
see Sec. 8.3 in the supplementary material). Utilizing the energy flux
conservation condition, R + T + A = 1, we obtain

Ry -1y, el ¢

i (0-wg)® + (%)2

Here, wg;j = ¢; is the polariton transition frequency corresponding
to the |G; Ocav) — ;) transition (taking the zero of energy to be
that corresponding to the ground state |G:0cqv)), obtained through
direct diagonalization of Hrurc. When site disorder is present,
the spectrum in Eq. (19) is averaged over a sufficient number of
disorder configurations to achieve convergence. For completeness,
we provide expressions for T(w) and A(w) in the supplementary
material.

Table II summarizes the various relaxation and cavity para-
meters relevant for the P3HT microcavity. Relaxation is almost
entirely dominated by « and y,;. The cavity decay rate of 130 meV
derives directly from the measured linewidth of the resonances
observed in an empty cavity”” and dominates the relaxation pro-
cesses. The ensemble superradiant decay rate, reported as Ny, is
treated in a manner similar to the ensemble light-matter coupling
VN gs. In particular, within our partition scheme, we utilize the col-
lective radiative decay rate, Ngyr, to account for the enhancement
accompanying delocalization over Ng groups. Since Ny, = Ny,/Ns,
we simply take the value of Ny, in Table IT divided by N as the radia-
tive decay rate to replace y, in Eq. (14). Note that in the limit that
Ng =1 (Ns = N), the rate NGy, becomes the actual single segment
radiative decay rate. The value of Ny, = 8 meV in Table II corre-
sponds to a relaxation time of 0.5 ps. This may appear rather long
since y, for a single segment should be of the order of a nanosecond,
requiring N to be only 10 for Ny, to attain the value reported in the
Table. However, superradiant enhancement by N corresponds to an
idealized ensemble of ordered and aligned chromophores, which is
certainly not the case in a realistic sample. Hence, the value of N in

K cav
rj—EFj( )}. (19)

TABLE . Relaxation and cavity parameters for the simulations in Figs. 3 and 5-7.

Relaxation parameters (meV)

Cavity parameters (eV)

K Ny, Var Voo V/Ngs w
Ensemble

Cavity Superradiant Nonradiative Vibrational light-matter Cavity

decay rate decay rate decay rate relaxation rate coupling frequency

130 8 4 40 0.91 2.43
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Ny, should be interpreted as an effective value. In addition, Wang
and Hsu’! have recently shown that the enhancement by N depends
on the cavity detuning and other geometric parameters—in some
cases of physical relevance, the enhancement levels off making the
radiative rate far less than Ny;.

The vibrational relaxation rate in Table II is consistent with
measured values’” and corresponds to a relaxation time of sev-
eral hundred femtoseconds. The nonradiative rate of 1 meV (50 ps
relaxation time) is typical of many organic chromophores. The
simulated spectra are almost entirely governed by « and pyp. (Set-
ting Ny, and y,r to zero has minimal effect.) Finally, the cavity
frequency in Table IT corresponds to that used in Ref. 25, while
the radiation-matter interaction is the value required to attain the
measured Rabi splitting (see below).

C. Simulated P3HT reflectivity spectrum

Using the partition scheme described above with the reflectivity
expression in Eq. (19), we can now test our convergence algorithm
for the P3HT films characterized in Sec. II. The Hamiltonian in
Eq. (10) is employed using the cavity parameters and relaxation rates
listed in Table II and the aggregate/amorphous composition and
energy parameters from Table I. We emphasize that the ensemble
light-matter coupling, \/Ngs = 0.91 eV, is chosen so that the Rabi
splitting determined from the converged reflectivity spectrum agrees
with the measured Rabi splitting of ~1 eV. Figure 5(a) shows the
simulated spectra as a function of the number of chromophore seg-
ments, N, in each group, with the collective polaritons obtained by
diagonalizing the Hamiltonian in Eq. (10) represented in just the
single-particle material basis set [Eq. (11)] as well as the radiation
vibration states in Eq. (13). Note that, according to the partition-
ing scheme, for each value of Ns, g5 in Eq. (10) is replaced by
0.91 eV /\/Ns. Throughout, the ratio 9:5:1 is maintained for the
aggregate vs amorphous composition. As can be observed from the
figure, the convergence is rapid, with little difference between the
two largest values of Ns (60 and 90). Importantly, the positions
and linewidths of the LP and UP as well as MP; and MP, spec-
tral “dips” are all well reproduced relative to the measured spectrum
(dashed curve). In addition, there is an array of intermediate gray
states between the lower and upper polaritons responsible for non-
unity reflectivity over the entire span of 1 eV. The main discrepancy
between the measured and simulated spectra concerns the lower rel-
ative reflectivity in the UP region in the measured spectrum. This
may be due to the frequency-dependent optical properties of the sil-
ver mirrors, where the measured absorbance increases with energy
as one approaches the plasmon resonance at ~4 eV,” thereby lead-
ing to a reduction in reflectivity for the UP relative to the LP. The
disparity in the measured vs simulated spectra may also be due to
the presence of additional nearby cavity modes.”””""

If we expand the basis set to include the two-particle material
states in Eq. (12) as well as vibration—photon states, where two chro-
mophores are vibrationally excited, the number of segments, N,
that can be handled computationally is significantly reduced. The
maximum that can be treated numerically is Ns = 30. In order
to obtain three plots (Ns = 10, 20 and 30) for testing conver-
gence, we maintained a 6:3:1 composition ratio, slightly different
from the 9:5:1 ratio determined in Sec. II. Figure 5(b) shows the
simulated reflectivity spectra. As can be seen, convergence is even
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FIG. 5. Reflectivity spectra evaluated using Eq. (19) with the eigenstates and ener-
gies of the Hamiltonian in Eq. (10) represented in a basis set truncated at (a) the
single-particle level and (b) the two-particle level. The energy parameters for the
aggregate and amorphous regions are taken from Table | with the remaining para-
meters from Table [1. In panel (a), the aggregate/amorphous composition ratio was
held at 9:5:1 for the three values of Ng shown. In panel (b), the ratio was slightly
different, 6:3:1, so that three curves could be obtained. The partitioning scheme
was utilized with 500 configurations of disorder (see text). The dashed spectrum
in panel (b) represents the measured spectrum from Ref. 25 normalized to the
minimum reflectivity.

faster than observed in Fig. 5(a) and is achieved with only Ns = 30
chromophores.

After gaining confidence with our partitioning algorithm, we
turn to our best simulation for the P3HT film reflectivity, which
is displayed in Fig. 3 alongside the measured spectrum. Here, we
expressed the Hamiltonian in Eq. (10) parameterized as in Table II,
in a collective basis set including all one and two-particle states for
Ns = 30, maintaining the composition ratio 9:5:1 extracted from our
free-space simulations, with the parameters listed in Table I. Over-
all, the positions and linewidths of all polaritons (LP, MP;, MP,,
and UP) are well-captured, yielding excellent overall agreement with
experiment. However, as in Fig. 5, the simulated UP reflectivity
remains overestimated in comparison with the measured reflectivity.
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FIG. 6. (a) Composition of the four main polaritons evaluated according to Eq. (20)
and based on the FHTC analysis, which yielded the best simulation in Fig. 3. The
polariton component (Agg, Am1, Am2, and Photon) is proportional to the colored
shaded region. Panel (b) is the same as panel (a), except after removing vibronic
coupling (i.e., taking A = 0). Vertical dashed lines in order of energy: aggregate
0-0 frequency (2.02 eV), cavity frequency (2.43 eV), Am1 0-0 frequency (2.45 eV),
and Am2 0-0 frequency (2.85 eV).

In order to appreciate the nature of the polaritons responsible
for the four main reflectivity “dips” in Figs. 3 and 5, we computed the
average polariton composition within the spectral windows centered
about each of the four dips; see Fig. 6(a). The mean composition for
the states contributing to the non-unity reflectivity in the Ath win-
dow (A = LP, MP;, MP,, and UP) was obtained using the weighted
average,

Aa:b< 5 (lij)aj) , (20)

je{A} I

where A, represents the contribution of the ath component (a =
Agg, Am1, Am2, and cavity photon) to the Ath polariton. The sum is
over all polaritons with energies lying within the Ath window, with
the admixture of the ath component within the jth polariton repre-
sented by a; (=|(ale;)|*). The weighting factor 1-R; (where R; is the jth
term in the sum in Eq. (19) evaluated at w = wG]) favors polarltons
with the largest contribution to the reflectivity line shape. An aver-
age over all disorder distributions is indicated by (- - -)c. Finally, the
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prefactor b =1/{¥,(Xjc(a} (1 - Rj)aj)c} ensures normalization,
sothat }, A, = 1.

Figure 6(a) shows the compositions of the dominant polariton
states that contribute to the four spectral regions. The LP region is
dominated by aggregate excitations, while the UP region, although
also being dominated by aggregate excitations, contains a near equal
Am]1 component. The bias is due to the fact that the aggregate 0-0
energy (2.02 eV) is substantially smaller than the cavity photon fre-
quency (2.43 eV), while the latter is near resonant with the Aml
0-0 energy (2.45 eV). The UP is not dominated by Am1 excita-
tions because the number of aggregate segments is roughly double
the number of Am1 segments. The photonic component is roughly
20% in both the LP and UP. The relatively small contribution rela-
tive to the material excitations arises from the substantial disorder
present in the film. We have verified, for example, that when disor-
der is removed, the photonic contribution to the LP jumps to about
33%. If we further tuned the cavity photon frequency to the aggre-
gate k = 0 exciton frequency, the photonic contribution becomes
~50%. By contrast, the middle polaritons contain very small pho-
tonic contributions of less than 5% (as expected from the reflectivity
spectrum), but, similar to the LP, remain dominated by aggregate
excitations.

Removing the vibronic coupling (by setting A = 0) results
in Fig. 6(b). In this case, the FHTC Hamiltonian is reduced to
a Frenkel-Tavis-Cummings Hamiltonian. The spectrum and the
polariton compositions are entirely different from that obtained
with vibronic coupling [Fig. 6(a)]. Comparing Figs. 6(a) and 6(b)
shows that vibronic coupling leads to a dramatic increase in the
aggregate component to the middle and upper polaritons. This is
likely due to the creation of higher-energy vibronic peaks in the
aggregate absorption spectrum, which overlap the cavity photon
frequency at ~2.4 eV, leading to more efficient aggregate-cavity
coupling.

Figure 7(a) shows how the measured reflectivity spectrum
responds to a change in the cavity frequency, as selected by the
angle of incidence of the probe field. Figure 7(a) shows a selection of
four measured reflectivity spectra for different angles of incidence,
including the one used in Fig. 3, which corresponds to an angle of
incidence of 10°. The blueshift of the LP and UP with increasing
angle correlates with the change in angle of incidence from 10° to
68°. Notably, the UP undergoes a much greater blueshift than the
LP, increasing the Rabi splitting to ~1.1 eV, while the MP; and MP,
remain practically fixed.

Figure 7(b) shows the simulated reflectivities with the best
match to the experimental spectra shown in Fig. 7(a). To
determine the cavity frequency for each experimental angle of
incidence, we use the simple cavity dispersion relation w.(6)

= wc,o( 1 - sin® 0/ n? )71/2, which exhibits a monotonic increase as the
angle grows between 0° and 90°. The assumed angle-independent
refractive index of n = 2.1 results in the best fit and is close to the
values reported in previous studies.”””” We stress here that the val-
ues found in the literature may be different to the case of P3HT films
embedded in an optical cavity. The cavity energies resulting in the
best agreement with the measured spectra for the incident angles
considered in Fig. 7 are w, = 2.43 eV (as reported in Table I1 for 10°),
2.5eV(31°),2.6 eV (50°), and 2.7 eV (68°), respectively.

In both the measured and simulated spectra, increasing w.
results in the greatest dispersion for the UP. The four dashed lines
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FIG. 7. (a) Measured reflectivity spectra for several values of the angle of incidence
between the probe field wave vector and the cavity axis. (b) Simulated spectra for
the cavity photon energies which correspond to the incidence angles in (a) (see
text).

shown in Figs. 7(a) and 7(b) correspond to the positions of the
LP and UP dips at 10° and 68°. For the measured spectra, the
LP energy changes from 1.87 to 1.92 eV (1.87-1.93 eV, simu-
lated) while the measured UP energy ranges from 2.87 to 3.03 eV
(2.87-3.07 eV, simulated). Notably, both the measured and sim-
ulated spectra show that MP; and MP, remain almost fixed and
independent of w.. As mentioned previously, we suspect that the dis-
parity in the UP intensities between theory and experiment may be
a result of the frequency-dependent optical properties of the silver
mirrors,”” which are neglected in our analysis.

To obtain some additional insight into the nature of the middle-
polaritons, we show in Fig. 8 the reflectivity spectrum obtained
for purely aggregated P3HT with N5 = Na = 30. The remaining
aggregate parameters are taken from Table I, and the cavity and
relaxation parameters are taken from Table II. The spectrum is plot-
ted alongside the simulated spectrum from Fig. 3. Since the value of
V/Ngs is maintained at 0.91 eV in both spectra, they display simi-
lar Rabi splittings, although the LP and UP are redshifted from the
composite spectrum due to the lack of the blueshifted amorphous
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FIG. 8. Simulated reflectivity spectrum from Fig. 3 alongside the simulated
spectrum for an aggregate-only sample.

chromophores. In addition, the UP for the aggregate-only composi-
tion is considerably narrower compared to the UP in the composite
system, mainly due to the enhanced disorder widths of the amor-
phous vs aggregate domains (see Table I). Interestingly, the middle
polaritons are present in both spectra and are fairly well-aligned,
supporting their origin in the aggregate/amorphous mix as primarily
from the aggregate component, consistent with Fig. 6. In particular,
the position of MP; lies mid-way between wOA_g§ and wgf’ﬁ + Wy, and
is approximately independent of the cavity frequency as noted ear-
lier (see Figs. 6 and 7). Although not shown, the peaks positions are
also practically unchanged when the disorder is removed.

We therefore investigated the possible origin of MP; as dueto a
Herzberg-Teller coupling mechanism, driven by vibronic coupling.
Because of the near-invariance of the peak positions to disorder
and cavity detuning, we consider the simplified case of disorder-
free aggregates containing N segments, with the cavity tuned to the
k = 0 exciton frequency. Because A’wy, is small compared to the
Rabi splitting in P3HT microcavities, the vibronic coupling term
in Eq. (6) is treated perturbatively. To zeroth order, the lower and
upper polaritons can then be expressed in the polariton-phonon
product basis,"'

|LP(UP)) ® |0g,> - - ->0qy)> (21a)
where the exciton-polaritons |LP) and |UP) are given by
1
|LP> = 72{|k =0; 0mv> - |g) 1cav>}> (21b)
1
|UP) = 72{‘1‘::0;06111/) +|g;1mv>}; (21C)

and |0g,...,04) is the phonon Fock state indicating zero
phonons in each mode identified by its wave vector g (=0,
+£27/N,+47/N ... 7). There is also a band of exciton-phonon states,

k) ® [14) ® [0cav) k= +£27/N,+4n/N ... 7, (22)

where |k) is the “free” exciton wave vector and |14) is an abbre-
viated Fock state, indicating one phonon in the mode with wave
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vector q and zero phonons in the remaining N-1 modes. (The k
= 0 exciton is noticeably absent in Eq. (22) as it is involved in
light-matter coupling to states like Eq. (21a) but with an additional
phonon.) The exciton-phonon states in Eq. (22) have energies given
by wOA:gg +2J; cos k + wyib, which is in the vicinity of the MP; peak in
Fig. 3, but cannot contribute to the reflectivity spectrum because the
term (Gla |¢j) in Eq. (19) is zero. Such states can, however, mix with
LP and UP polaritons in Eq. (21a) through the perturbation Hamil-
tonian, Hex.vib, in Eq. (6) whenever the quasi-momentum, k + ¢, is
zero (or 2m). In this manner, the exciton-phonon states “borrow”
optical intensity from the LP and UP states in accord with the HT
mechanism. Hence, the product states in Eq. (22) with g = —k can be
considered “bright” vibronic polaritons, with the remaining states
(g # —k) being dark vibronic excitons, related to the dark vibronic
polaritons introduced in Ref. 32.

In Sec. S4 in the supplementary material, we analyze the
Hamiltonian in Eq. (10), in much greater detail, treating the
exciton-vibration coupling perturbatively (and maintaining no dis-
order). By correcting the exciton-phonon state in Eq. (22) to
first order, it is shown (see Fig. S.3) how the absorption spec-

trum develops a broad spectral peak between woAfg + wyip — 2Jc and

woAfg + wyip + 2Jc, which effectively reproduces the exciton disper-
sion band due to intensity borrowing from like-symmetry LP and
UP states. The analysis in the supplementary material further shows
how, with increasing A2, the spectrum evolves into two distinct
peaks, MP; and MP,, which effectively “bracket” the broad pertur-
bative peak, showing important effects beyond pertubation theory.
In this regard, the peaks are fairly insensitive to the Coulomb
coupling, as demonstrated in Fig. S.4.

IV. CONCLUSION

In this work, we presented a viable numerical approach for
evaluating the microcavity reflectivity spectrum for a large ensem-
ble of disordered organic chromophores, with direct application to
the semicrystalline thin films of P3HT. An analysis of a thin film
in free-space based on a Frenkel-Holstein Hamiltonian revealed the
presence of both aggregate and amorphous domains, with ener-
gies differing by almost 0.5 eV in agreement with prior studies.’*"”
Subsequent application of the FHT'C Hamiltonian for P3HT micro-
cavities along with a partitioning scheme developed to treat
large, disordered ensembles of chromophores yields a reflectiv-
ity spectrum in excellent agreement with experiment, reproduc-
ing not only the lower and upper polaritons but also the middle
polaritons—or bright vibronic polaritons. The origin of the MP;
reflectivity dip can be traced to exciton-phonon excitations with
zero quasi-momentum—bright vibronic polaritons—made visible
via Herzberg-Teller intensity borrowing from the lower and upper
polaritons. Interestingly, the bright vibronic polaritons derive from
free-space exciton—-phonon product states with energies not too
different from the polariton energies, in line with the gray-state
description of George et al.”” However, both the LP and UP pos-
sess energies quite distinct from the energies of their dominant bare
exciton components; for example, the UP at an energy near 3 eV
contains comparable contributions from aggregate and amorphous
excitations. In future works, we will consider the photoluminescence
spectrum obtained via high-energy, incoherent excitation in order
to probe the dark vibronic polaritons.””*" Such quasi-particles have
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nonzero quasi-momentum, making them invisible in the reflectivity
spectrum, but nevertheless appear in the photoluminescence spec-
trum via emission to the ground state with one or more vibrational
quanta. We will also consider microcavities containing a wider array
of organic chromophores, especially those which show a more pro-
nounced vibronic progression in the free-space absorption spectrum
and with less disorder—i.e., no amorphous regions. This will allow
us to better investigate the robustness of our approach. Finally, it is
relatively straightforward to adapt our approach to treat polariton
dynamics,“"‘“’z which can be directed toward a more compre-
hensive understanding of energy transfer between aggregate and
amorphous domains, similar to studies that explore energy transfer
between different chromophores within a cavity.'"""

SUPPLEMENTARY MATERIAL

The supplementary material encompasses convergence of the
aggregate absorption spectrum in free-space, a treatment of the
Tavis—-Cummings Hamiltonian in the ultra-strong coupling regime,
a description of the Lindblad approach to evaluating relaxation and
a perturbative treatment of the HTC Hamiltonian, and a demon-
stration of the insensitivity of the middle polaritons to Coulomb
coupling.
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